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Abstract

The week commences with an introduction to the concept of clustering
and a comprehensive examination of the K-means algorithm, a crucial
element within the topic. The week also delves into the constraints of the
K-means approach and offers potential remedial measures to address such
limitations.

Introduction to Clustering
Clustering represents an essential method in unsupervised machine learning
aimed at grouping similar objects into clusters, thereby revealing inherent struc-
tures within the data for exploratory analysis or serving as a preprocessing step
for subsequent algorithms.

Our primary objective is to partition a set of 𝑛 datapoints into 𝑘 clusters.

Notation:
X = {x1, x2, … , x𝑛} x𝑖 ∈ ℝ𝑑

𝑆 = {z ∀z ∈ {1, 2, … 𝑘}𝑛}
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𝜇𝑘 =

𝑛
∑
𝑖=1

x𝑖 ⋅ 𝟙(𝑧𝑖 = 𝑘)
𝑛

∑
𝑖=1

𝟙(𝑧𝑖 = 𝑘)

Where:

• x𝑖 denotes the 𝑖𝑡ℎ datapoint.
• 𝑧𝑖 denotes the cluster indicator of x𝑖.
• 𝜇𝑧𝑖

denotes the mean of the cluster with indicator 𝑧𝑖.
• 𝑆 represents the set of all possible cluster assignments. It is important to

note that 𝑆 is finite (𝑘𝑛).

Goal:
min
z∈𝑆

𝑛
∑
𝑖=1

||x𝑖 − 𝜇𝑧𝑖
||2

However, the manual solution to this optimization problem is classified as an
NP-Hard problem, which necessitates considering alternative approaches to ap-
proximate its solution due to computational constraints.

K-means Clustering (Lloyd’s Algorithm)
Lloyd’s Algorithm, popularly known as the k-means algorithm, offers a widely
utilized and straightforward clustering method that segregates a dataset into 𝐾
predetermined clusters by iteratively computing the mean distance between the
points and their cluster centroids.

The Algorithm
The algorithm proceeds as follows:

Step 1: Initialization: Randomly assign datapoints from the dataset as the
initial cluster centers.

Step 2: Reassignment Step:

𝑧𝑡
𝑖 = arg min

𝑘
||x𝑖 − 𝜇𝑡

𝑘||22 ∀𝑖

Step 3: Compute Means:

𝜇𝑡+1
𝑘 =

𝑛
∑
𝑖=1

x𝑖 ⋅ 𝟙(𝑧𝑡
𝑖 = 𝑘)

𝑛
∑
𝑖=1

𝟙(𝑧𝑡
𝑖 = 𝑘)

∀𝑘

Step 4: Loop until Convergence: Repeat steps 2 and 3 until the cluster
assignments do not change.
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Convergence of K-means Algorithm
The convergence of K-means algorithm with respect to the objective is estab-
lished by considering the following points:

• The set of all possible cluster assignments 𝑆 is finite.
• The objective function value strictly decreases after each iteration of

Lloyd’s Algorithm.

𝐹(𝑧𝑡+1
1 , 𝑧𝑡+1

2 , … , 𝑧𝑡+1
𝑛 ) < 𝐹(𝑧𝑡

1, 𝑧𝑡
2, … , 𝑧𝑡

𝑛)

Moreover, a smarter initialization of K-means can improve the likelihood of
converging to a good cluster assignment with a reduced number of iterations.
Although the final assignment may not necessarily represent the global optima
of the objective function, it is practically satisfactory as the objective function
strictly decreases with each reassignment.

Considering the finiteness of the number of possible assignments (𝑘𝑛), conver-
gence of the algorithm is guaranteed.

Alternate Explanation: The convergence of the K-means algorithm is ascer-
tained by its iterative nature, which minimizes the sum of squared distances be-
tween points and their cluster centroids—a convex function possessing a global
minimum. The algorithm, under mild assumptions regarding the initial cluster
means, reaches its convergence point, making it a dependable tool for clustering.

Nature of Clusters Produced by K-means
Let 𝜇1 and 𝜇2 denote the centroids of the clusters 𝐶1 and 𝐶2, respectively.

For 𝐶1,

||x − 𝜇1||2 ≤ ||x − 𝜇2||2

∴x𝑇 (𝜇2 − 𝜇1) ≤ ||𝜇2||2 − ||𝜇1||2
2 ∀x

The above equation takes the form of x𝑇 (𝑤) < 𝑐, indicating a linear separator
or half-space. As a result, our resulting partition of the region represents an
intersection of multiple half-spaces, commonly known as a Voronoi Partition.

However, the standard k-means algorithm may not perform effectively when
the underlying clusters in the dataset possess a non-linear structure. In such
cases, alternative methods like Kernel K-means or Spectral Clustering can be
employed to enhance clustering accuracy. Nonetheless, a detailed exploration
of these methods is beyond the scope of this course.
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Figure 1: Voronoi Partition

Smart Initialization - K-means++
The concept of K-means++ involves selecting centroids that are maximally dis-
tant from each other.

• Step 1: Randomly select 𝜇0
1 from the dataset.

• Step 2: For 𝑙 ∈ {2, 3, … , 𝑘}, choose 𝜇0
𝑙 probabilistically proportional to

the score(𝑆), where 𝑆 is defined as follows:

𝑆(x𝑖) = min
{𝑗=1,2,…,𝑙−1}

||x𝑖 − 𝜇0
𝑗 ||2 ∀x𝑖 ∈ X

The probabilistic aspect of the algorithm provides an expected guarantee
of optimal convergence in K-means. The guarantee is given by:

𝔼 [
𝑛

∑
𝑖=1

||x𝑖 − 𝜇𝑧𝑖
||2] ≤ 𝑂(log 𝑘) [ min

{𝑧1,𝑧2,…,𝑧𝑛}

𝑛
∑
𝑖=1

||x𝑖 − 𝜇𝑧𝑖
||2]

where 𝑂(log 𝑘) is a constant of order log 𝑘.

• Step 3: Once the centroids are determined, we proceed with our usual
Lloyd’s Algorithm.
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Choice of K
A prerequisite for K-means is determining the number of clusters, denoted as 𝑘.
However, what if the value of 𝑘 is unknown?

If we were to choose 𝑘 to be equal to 𝑛:

𝐹(𝑧1, 𝑧2, … , 𝑧𝑛) =
𝑛

∑
𝑖=1

||x𝑖 − 𝜇𝑧𝑖
||2 = 0

However, as having as many clusters as datapoints is undesirable, we aim to
minimize 𝑘 while penalizing large values of 𝑘.

arg min
𝑘

[
𝑛

∑
𝑖=1

||x𝑖 − 𝜇𝑧𝑖
||2 + Penalty(𝑘)]

Two common criteria for making the above argument are:

• Akaike Information Criterion: [2𝐾 − 2 ln( ̂ℒ(𝜃∗))]
• Bayesian Information Criterion: [𝐾 ln(𝑛) − 2 ln( ̂ℒ(𝜃∗))]

However, detailed elaboration of these criteria is beyond the scope of this course.
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